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## Factoring ordinary differential equations

## Definition

Ordinary differential equation $f\left(y^{(k)}, \ldots, y^{\prime}, y, x\right)=0$ is a generalized factor of $g\left(y^{(n)}, \ldots, y^{\prime}, y, x\right)=0$ if any solution of the former is a solution of the latter.

Factoring of a linear operator is not unique. Thus, the problem is to produce some factoring into irreducible factors. - Beke-Schlesinger (1894): An algorithm for factoring linear operators A with coefficients $a_{i} \in \overline{\mathbb{Q}}(x)$ (triple-exponential complexity); - G. (1987): An algorithm with double-exponential complexity. Conjecture: the sharp bound of complexity is exponential.; - Tsarev (1996): An algorithm to describe the variety of all the factorizations of an operator
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Consider the equation
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E \equiv y^{\prime \prime}+(x+3 y) y^{\prime}+y^{3}+x y^{2}=0
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According to the above Theorem 1) $\operatorname{deg}_{x} E \leq 1$ and $\operatorname{deg}_{y} E \leq 3$.
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According to the above Theorem 1) $\operatorname{deg}_{x} E \leq 1$ and $\operatorname{deg}_{y} E \leq 3$.
Applying Theorem 2) two factors are obtained and the representations
$E \equiv\left(y^{\prime}+y^{2}\right)^{\prime}+(y+x)\left(y^{\prime}+y^{2}\right), \quad E=\left(y^{\prime}+y^{2}+x y-1\right)^{\prime}+y\left(y^{\prime}+y^{2}+x y-1\right)$
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follow. They yield the two one-parameter solutions

$$
y=\frac{1}{x+C}, \quad y=\frac{1}{x}+\frac{1}{x^{2}} \frac{\exp \left(-\frac{1}{2} x^{2}\right)}{\int \exp \left(-\frac{1}{2} x^{2}\right) \frac{d x}{x^{2}}+C}
$$

respectively.
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From the explicit bound on the Idealbasissatz (due to Seidenberg) we obtain the following complexity bound


This provides also a complexity bound of the similar order of magnitude of the algorithm which looks for a quasi-linear common multiple by trying consecutively increasing orders n of a candidate and solving the membership problem to an ideal generated by first $n$ derivatives (using Lemma above), say, with the help of Gröbner basis.
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In particular, in case of first-order equations $(k=1)$ function $g(d)$ grows exponentially.

## Example

Let $E_{1} \equiv y^{\prime}+y^{2}=0$ and $E_{2} \equiv y^{\prime}+y=0$. A common multiple of order
2 does not exist; however, our algorithm yields the following common multiple of order 3 involving a parameter $C$ :


$$
\text { The common multiple algorithm for } E_{1} \text { and } E_{2}
$$ yields $y^{\prime \prime}+2 y y^{\prime}=0$. Its general solution is $y=C_{1} \tan \left(C_{2}-C_{1} x\right)$.
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