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# Complexity of solving polynomial systems <br> Let a system of polynomial equations 
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Renegar: testing solvability of (2) (respectively, of (1)) within complexity polynomial in $(k d)^{n}, M$ (respectively, $k, d^{n}, M$ ) and producing a solution in case it does exist.
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## Theorem

One can test solvability of a system of polynomial equations over $\mathbb{C}$ within complexity polynomial in $n^{d^{3 k}}, M$ and produce a solution if it does exist.

In particular, the complexity is polynomial when $k, d$ are both constant.
One can extend the Theorem to solvability over algebraically closed fields of arbitrary characteristics (then $M$ bounds the bit-size of the coefficients of the polynomials).
For $d=2$ and $k=n+1$ the problem of solvability is NP-hard:
$X_{i}^{2}=X_{i}, 1 \leq i \leq n, c_{1} \cdot X_{1}+\cdots+c_{n} \cdot X_{n}=c \quad$ (KNAPSACK problem)
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## Corollary

Let $\operatorname{deg} f \leq D$. There exists $0 \leq j<\binom{n+D}{n}$ such that $f\left(s_{j}\right) \neq 0$.
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Rewriting $g_{l}=\sum_{q \leq e} Y_{l}^{q} \cdot h_{q}, h_{q} \in \mathbb{Q}\left[X_{i_{1}}, \ldots, X_{i_{m}}\right]$ as a polynomial in a distinguished variable $Y_{l}$, we denote $H_{l}:=h_{e} \cdot \operatorname{Disc}_{Y_{l}}\left(g_{l}\right) \in \mathbb{Q}\left[X_{i_{1}}, \ldots, X_{i_{m}}\right]$, where Disc $_{Y_{,}}$denotes the discriminant with respect to the variable $Y_{l}$ (the discriminant does not vanish identically since $Y_{l}$ is a primitive element). We have $\operatorname{deg} H_{l} \leq d^{k}+d^{2 k}$. Consider the product $H:=\prod_{1 \leq I \leq n-m} H_{l}$, then $D:=\operatorname{deg} H \leq(n-m) \cdot\left(d^{k}+d^{2 k}\right) \leq d^{3 k}$.
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