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Restriction: Regular boundary problems (Singular boundary problems for ODEs $\rightarrow$ [Korporal2012])

## Typical Example

Given a forcing function $f(t, x, y)$ and initial data $f_{1}(x, y), f_{2}(x, y)$, find $u(t, x, y)$ such that:

$$
\begin{aligned}
& u_{t t}-4 u_{t x}+4 u_{x x}-9 u_{y y}=f \\
& u(0, x, y)=f_{1}(x, y), \quad u_{t}(0, x, y)=f_{2}(x, y)
\end{aligned}
$$
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## Definition and Proposition

Define the product of two boundary problems $(T, \mathcal{B})$ and $(\tilde{T}, \tilde{\mathcal{B}})$ by

$$
(T, \mathcal{B})(\tilde{T}, \tilde{\mathcal{B}})=(T \tilde{T}, \mathcal{B} \tilde{T}+\tilde{\mathcal{B}})
$$

Then $(T, \mathcal{B})(\tilde{T}, \tilde{\mathcal{B}})$ is regular if both factors are.
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$$
\text { Trivial: } u=0
$$
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Generalize to PDEs.
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## Lemma

Let $\mathcal{B} \leq \mathcal{F}^{*}$ be a boundary space with boundary basis $\left(\beta_{i} \mid \in I\right)$. If for any $B, \tilde{B} \in \mathcal{B}^{\prime}$ one has $B\left(\beta_{i}\right)_{i \in I}=\tilde{B}\left(\beta_{i}\right)_{i \in I}$ then also $B=\tilde{B}$. In particular, for any $f \in \mathcal{F}$, the trace $f^{*}:=\operatorname{trc}: \mathcal{F} \rightarrow \mathcal{B}^{*}$ depends only on the boundary values $f\left(\beta_{i}\right)_{i \in I}$.
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Computation of Green's Operator decomposes into differential equation/boundary conditions.

## Proposition
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## Proposition

Let $(T, \mathcal{B})$ be a regular boundary problem with $E: \operatorname{Ker}(T) \rightarrow \mathcal{B}^{\prime}$ being the restricted trace map. Then $E$ is bijective with the state operator $H$ as its inverse, and $P=H \circ \operatorname{trc}$ is the projector with $\operatorname{Im}(P)=\operatorname{Ker}(T)$ and $\operatorname{Ker}(P)=\mathcal{B}^{\perp}$.

## Back to Real: Cauchy Problem for Analytic Functions

## Theorem (Global Cauchy-Kovalevskaya) [Knapp2005]

Let $T \in \mathbb{C}\left[D_{t}, D_{1}, \ldots, D_{n}\right]$ be a differential operator in
Cauchy-Kovalevskaya form with respect to $t$, meaning $T=D_{t}^{m}+\tilde{T}$ with $\operatorname{deg}(\tilde{T}, t)<m$ and $\operatorname{deg}(\tilde{T}) \leq m$. Then the Cauchy problem

$$
\left.\begin{array}{l}
T u=0 \\
D_{t}^{i-1} u\left(0, x_{1}, \ldots, x_{n}\right)=f_{i}\left(x_{1}, \ldots, x_{n}\right) \text { for } i=1, \ldots, m \tag{1}
\end{array}\right\}
$$

has a unique solution $u \in C^{\omega}\left(\mathbb{R}^{n+1}\right)$ for given $\left(f_{1}, \ldots, f_{m}\right) \in C^{\omega}\left(\mathbb{R}^{n}\right)^{m}$.
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Note: Boundary problem is regular but may be ill-posed.
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## Proposition

Let $(T, \mathcal{B})$ and $(\tilde{T}, \tilde{\mathcal{B}})$ be regular problems with the signal operators $G, \tilde{G}$ and the state operators $H, \tilde{H}$. Then $(T, \mathcal{B})(\tilde{T}, \tilde{\mathcal{B}})$ has the signal operator $\tilde{G} G$ and the state operator $(\mathcal{B} \tilde{T}+\tilde{\mathcal{B}})^{\prime} \rightarrow \mathcal{F}$ acting by $B+\tilde{B} \mapsto \tilde{G} H\left(B \tilde{T}^{*}\right)+\tilde{H}(\tilde{B})$.
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## Lemma

Let $T=a+a_{0} \partial_{t}+a_{1} \partial_{1}+\cdots+a_{n} \partial_{n} \in \mathbb{C}[D]$ be a first-order operator with all $a_{i} \neq 0$. Then the Cauchy problem $T u=0$, $u\left(0, x_{1}, \ldots, x_{n}\right)=f_{( }\left(x_{1}, \ldots, x_{n}\right)$ has state operator $H(f)=e^{-a t / a_{0}} Z^{*} \tilde{Z}_{x}^{*} f$ and signal operator $G=a_{0}^{-1} e^{a t / a_{0}} Z^{*} A_{t} e^{-a t / a_{0}} \tilde{Z}^{*}$, with $Z=Z\left(a_{0}, a_{1}, \ldots, a_{n}\right)$ where $Z$ has inverse $\tilde{Z}$.

## Partial Integro-Differential Operators (PIDOS)

## Definition

The partial integro-differential operators are the complex algebra generated by the indeterminates below, modulo certain rewrite rules. Notation $\mathcal{F}\left[\partial_{x}, \partial_{y}, \int^{x}, \int^{y}\right]$.
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## Definition

The partial integro-differential operators are the complex algebra generated by the indeterminates below, modulo certain rewrite rules. Notation $\mathcal{F}\left[\partial_{x}, \partial_{y}, \int^{x}, \int^{y}\right]$.

| Name | Indeterminates | Range | Action on $u(x, y)$ |
| :---: | :---: | :---: | :---: |
| Substitutions | $\left(\begin{array}{lll}a & b \\ c & d\end{array}\right)^{*}$ | $a, b, c, d \in \mathbb{C}$ | $u(a x+b y, c x+d y)$ |
| Rotations | $Q_{\alpha}^{*}$ | $\alpha \in[0,2 \pi]$ | $u(\gamma x-\sigma y, \sigma x+\gamma y)$ |
| Multipliers | $e^{\lambda x} x^{m}, e^{\mu y} y^{n}$ | $m, n \in \mathbb{N}^{+}, \lambda, \mu \in \mathbb{C}$ | $e^{\lambda x} x^{m} u(x, y), e^{\mu y} y^{n} u(x, y)$ |
| Integrations | $A_{x}, A_{y}$ | - | $\int_{0}^{x} u(\xi, y) d \xi, \int_{0}^{y} u(x, \eta) d \eta$ |
| Derivations | $D_{x}, D_{y}$ | - | $u_{x}(x, y), u_{y}(x, y)$ |

Note: Still lacking confluence proof for rewrite system!

## PIDOS: Some Rewrite Rules

One-Dimensional Substitution Rule:
$A_{x} x^{\mu}\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right)^{*}= \begin{cases}\frac{1}{a^{\mu+1} d^{\mu}}\left(1-L_{x}\right)\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right)^{*} A_{x}(d x-b y)^{\mu} & \text { for } a d \neq 0 \\ \frac{1}{a^{\mu+1}}\left(1-L_{x}\right)\left(\begin{array}{ll}a & b \\ 0 & 1\end{array}\right)^{*} A_{x}(x-b y)^{\mu} L_{y} & \text { for } a b \neq 0, d=0 \\ \frac{1}{a^{\mu+1}}\left(\begin{array}{ll}a & 0 \\ 0 & 0\end{array}\right)^{*} A_{x} x^{\mu} & \text { for } a \neq 0, b=d=0 \\ \frac{1}{\mu+1} x^{\mu+1}\left(\begin{array}{ll}0 & b \\ 0 & b\end{array}\right)^{*} & \text { for } a=0\end{cases}$
Here $L_{x} \equiv\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)^{*}, L_{y} \equiv\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)^{*}$ are the evaluations $x \mapsto 0, y \mapsto 0$.

One-Dimensional Substitution Rule:
$A_{x} x^{\mu}\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right)^{*}= \begin{cases}\frac{1}{a^{\mu+1} d^{\mu}}\left(1-L_{x}\right)\left(\begin{array}{ll}a & b \\ 0 & d\end{array}\right)^{*} A_{x}(d x-b y)^{\mu} & \text { for } a d \neq 0 \\ \frac{1}{a^{\mu+1}}\left(1-L_{x}\right)\left(\begin{array}{ll}a & b \\ 0 & 1\end{array}\right)^{*} A_{x}(x-b y)^{\mu} L_{y} & \text { for } a b \neq 0, d=0 \\ \frac{1}{a^{\mu+1}}\left(\begin{array}{ll}a & 0 \\ 0 & 0\end{array}\right)^{*} A_{x} x^{\mu} & \text { for } a \neq 0, b=d=0 \\ \frac{1}{\mu+1} x^{\mu+1}\left(\begin{array}{ll}0 & b \\ 0 & d\end{array}\right)^{*} & \text { for } a=0\end{cases}$
Here $L_{x} \equiv\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)^{*}, L_{y} \equiv\left(\begin{array}{cc}1 & 0 \\ 0 & 0\end{array}\right)^{*}$ are the evaluations $x \mapsto 0, y \mapsto 0$.
Two-Dimensional Substitution Rule:

$$
\begin{aligned}
& A_{x} Q_{\alpha}^{*} A_{x} Q_{\tilde{\alpha}}^{*}=\frac{1}{\sigma}\left(1-L_{x}\right)\left[(\sigma \tilde{\sigma}-\gamma \tilde{\gamma}) A_{x} Q_{\alpha+\tilde{\alpha}}^{*}+\tilde{\sigma}\left(\begin{array}{cc}
-\sigma & -\gamma \\
0 & 0
\end{array}\right)^{*} A_{x} Q_{\tilde{\alpha}-\frac{\pi}{2}}^{*}+\tilde{\gamma} Q_{\alpha}^{*} A_{x} Q_{\tilde{\alpha}}^{*}\right] A_{y} \\
& A_{x} Q_{\alpha}^{*} A_{y} Q_{\tilde{\alpha}}^{*}=\frac{1}{\gamma}\left(1-L_{x}\right)\left[(\gamma \tilde{\gamma}-\sigma \tilde{\sigma}) A_{x} Q_{\alpha+\tilde{\alpha}}^{*}-\tilde{\gamma}\left(\begin{array}{c}
\gamma-\sigma \\
0 \\
0
\end{array}\right)^{*} A_{x} Q_{\tilde{\alpha}}^{*}+\tilde{\sigma} Q_{\alpha-\frac{\pi}{2}}^{*} A_{x} Q_{\tilde{\alpha}+\frac{\pi}{2}}^{*}\right] A_{y}
\end{aligned}
$$
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\begin{gathered}
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& u(0, x, y)=f_{1}(x, y), \quad u_{t}(0, x, y)=f_{2}(x, y)
\end{aligned}
$$

The signal and state operators:

$$
\begin{gathered}
G f(t, x, y)=\int_{0}^{t} \int_{0}^{\sigma} f(\tau, x+2 t-2 \tau, y-3 t-3 \tau+6 \sigma) d \tau d \sigma . \\
H\left(f_{1}, f_{2}\right)=f_{1}(x+2 t, y-3 t)+\int_{0}^{t}\left(f_{2}-2 D_{x} f_{1}+3 D_{y} f_{1}\right)(x+2 t, y-3 t+6 \tau) d \tau
\end{gathered}
$$

Factor problems:

$$
\begin{gathered}
\begin{array}{c}
u_{t}-2 u_{x} \pm 3 u_{y}=f, \\
u(0, x, y)=f^{ \pm}(x, y)
\end{array} \\
H^{ \pm} f^{ \pm}(t, x, y)=f^{ \pm}(x+2 t, y \mp 3 t) \\
G^{ \pm} f(t, x, y)=\int_{0}^{t} f(\tau, x+2 t-2 \tau, y \mp 3 t \pm 3 \tau) d \tau
\end{gathered}
$$
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- Under development.
- Written in FUNPRO language.

Mathematical domains:

- Every domain is represented by unique tag $\mathcal{D}$.
- Every domain is generated with signature.
- Every domain has various operations e.g. $+_{\mathcal{D}}$.
- A domain can be created from another domain.

Parsing and formatting:

- Automated generation of special parsing and formatting per-domain basis.
- Allow us to write integro-differential operators in a notation close to that on paper.
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## OPIDO versus GenPolyDom

| Previous Implementation GenPolyDom | Current Implementation OPIDO |
| :---: | :---: |
| Written in the THEOREMA language | Standalone Mathematica package |
| Uses underscripts $a+b$ | Uses subscripts: $a+{ }_{\mathcal{D}} b$ |
| Uses currying: $a+b \leadsto \mathcal{D}[+][a, b]$ | Uses tagging: $a+_{\mathcal{D}} b \leadsto \operatorname{DomOp}[\mathcal{D},+, \mathrm{a}, \mathrm{~b}]$ |

## Examples

## See Mathematica notebook.
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## Thank you!
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