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## Introduction

- One of the most fundamental algorithmic problems on trees is how to find the Least Common Ancestor of a pair of nodes.
- Studied intensively because:
- It is inherently algorithmically beautifull.
- Fast algorithms for the LCA problem can be used to solve other algorithmic problems.
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## Applications

- A procedure solving the NCA problem is used by algorithms for:
- Finding the maximum weighted matching in a graph.
- Finding a minimum spanning tree in a graph.
- Finding a dominator tree in a graph in a directed flow-graph.
- Several string algorithms.
- Dynamic planarity testing.
- In network routing.
- Solving various geometric problems including range searching.
- Finding evolutionary trees.
- And in bounded tree-width algorithms.
- ....
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$$
\mathrm{RMQ}_{\mathrm{A}}(2,7)=3
$$

| $A[0]$ | $A[1]$ | $A[2]$ | $A[3]$ | $A[4]$ | $A[5]$ | $A[6]$ | $A[7]$ | $A[8]$ | $A[9]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 4 | 3 | 1 | 6 | 7 | 8 | 9 | 1 | 7 |
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## Final Remarks

- We can solve the range-min query problem in an array of n numbers with $\mp 1$ property in $\mathcal{O}(1)$ and $\mathcal{O}(n)$ space.
- Divide array $A$ into $\mathrm{m}=\frac{2 n}{\log n}$ buckets, each of size $\mathrm{k}=\frac{\log n}{2}$.
- Parallel and distributed versions for algorithm exist!


## Thank you for your attention!

