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1. Goals of this Course

In this course you should learn to formalize and model algorithmic problems in such a way that they become accessible to techniques based on such things as graphs, strings, algebraic objects, etc. We will be studying standard approaches to problems formulated within these models. Each algorithm will be derived and analyzed in terms of their time and space complexity. At the end of this course you should understand the underlying algorithmic methodologies and, ideally, be able to adapt the algorithms shown here to problems related, but not identical, to those shown in this class.
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2. Algorithms and Efficiency

The efficiency of an algorithm is mostly measured in terms of the **running time** and the usage of **(storage) space** during its execution. Both are typically specified as functions of the input size (in bits). Mostly, the running time is specified as the *number of operations* executed (e.g. additions, comparisons).
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- $t(n) = 1000n$ (A1)
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- $t(n) = 10n^3$ (A4)
- $t(n) = 2n$ (A5).
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Suppose that a given machine takes $1\mu s$ per operation. Let us consider different algorithms of varying time complexity for the same problem. We show the *running time* $T(n)$ (in seconds, hours, etc.) for different *input sizes* $n$ and for different algorithms whose time complexities are

\begin{itemize}
  \item $t(n) = 1000n$ (A1)
  \item $t(n) = 1000n \log n$ (A2)
  \item $t(n) = n^2$ (A3)
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<table>
<thead>
<tr>
<th></th>
<th>20</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>500</th>
<th>1000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0.02s</td>
<td>0.05s</td>
<td>0.1s</td>
<td>0.2s</td>
<td>0.5s</td>
<td>1s</td>
<td>10s</td>
</tr>
<tr>
<td>A2</td>
<td>0.09s</td>
<td>0.3s</td>
<td>0.6s</td>
<td>1.5s</td>
<td>4.5s</td>
<td>10s</td>
<td>2min</td>
</tr>
<tr>
<td>A3</td>
<td>0.04s</td>
<td>0.25s</td>
<td>1s</td>
<td>4s</td>
<td>25s</td>
<td>2min</td>
<td>2.8h</td>
</tr>
<tr>
<td>A4</td>
<td>0.02s</td>
<td>1s</td>
<td>10s</td>
<td>1min</td>
<td>21min</td>
<td>2.7h</td>
<td>116d</td>
</tr>
<tr>
<td>A5</td>
<td>1s</td>
<td>35yrs</td>
<td>$3 \times 10^4$ cent.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Here is a plot of the running times (in $\mu$s) as a function of the input size. Algorithms more efficient for some $n$ cost more for other $n$. 

![Plot of running times](image-url)
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Well, all that results from a faster machine is a different constant factor in the running time. This, however, is typically dwarfed by the effect of slightly increasing $n$ if the time complexity is high. Let us examine this phenomenon:
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We can see from the above specification that:

- In the $n$-th month there exist the rabbits that already existed in the $(n - 1)$-th month, and
- those who existed in the $(n - 2)$-th month were old enough to breed. Hence the latter have produced offspring.

So the number $f_n$ of rabbits existing in the $n$-th month can be described by the following recurrence relation:

$$
\begin{align*}
    f_1 &= 1 \\
    f_2 &= 1 \\
    f_n &= f_{n-1} + f_{n-2} \text{ for } n \geq 3
\end{align*}
$$

**Definition 6**
For $n \geq 1$, the numbers $f_n$ defined above are known as **Fibonacci Numbers**.
1.1 1st Algorithm for Computing Fibonacci Numbers

This algorithm is a straightforward implementation of the above
(where we denote $f(n) := f_n$):

Algorithm:

```c
unsigned f(unsigned n){
    if (n <= 2) then return 1
    else return f(n - 1) + f(n - 2)
fi
}
```

The recurrence relation leads to a simple recursive algorithm: a
function that repeatedly calls itself. Let us take a look at the
complexity of this algorithm.
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We measure the complexity in terms of the number $t_{rek}(n)$ of arithmetic operations to be performed as a function of the value of $n$ (rather than the size $\lceil \log n \rceil$ of input $n$). Given an algorithm like this, the complexity can easily be written down in a recursive way, symmetrically to the algorithm itself. It holds that

$$
\begin{align*}
t_{rek}(1) &= 0 \\
t_{rek}(2) &= 0 \\
t_{rek}(n) &= 3 + t_{rek}(n-1) + t_{rek}(n-2) \\
& \quad \text{for } n \geq 3.
\end{align*}
$$

The problem with this formulation is that we need to obtain an explicit representation of $t_{rek}(n)$ in a separate step.
We measure the complexity in terms of the number $t_{rek}(n)$ of arithmetic operations to be performed as a function of the value of $n$ (rather than the size $\lceil \log n \rceil$ of input $n$). Given an algorithm like this, the complexity can easily be written down in a recursive way, symmetrically to the algorithm itself. It holds that

- $t_{rek}(1) = 0$
- $t_{rek}(2) = 0$
- $t_{rek}(n) = 3 + t_{rek}(n - 1) + t_{rek}(n - 2)$ for $n \geq 3$.

The problem with this formulation is that we need to obtain an explicit representation of $t_{rek}(n)$ in a separate step.
We measure the complexity in terms of the number $t_{rek}(n)$ of arithmetic operations to be performed as a function of the value of $n$ (rather than the size $\lceil \log n \rceil$ of input $n$). Given an algorithm like this, the complexity can easily be written down in a recursive way, symmetrically to the algorithm itself. It holds that

- $t_{rek}(1) = 0$
- $t_{rek}(2) = 0$
- $t_{rek}(n) = 3 + t_{rek}(n - 1) + t_{rek}(n - 2)$ for $n \geq 3$.

The problem with this formulation is that we need to obtain an explicit representation of $t_{rek}(n)$ in a separate step.
We measure the complexity in terms of the number $t_{rek}(n)$ of arithmetic operations to be performed as a function of the value of $n$ (rather than the size $\lceil \log n \rceil$ of input $n$). Given an algorithm like this, the complexity can easily be written down in a recursive way, symmetrically to the algorithm itself. It holds that

- $t_{rek}(1) = 0$
- $t_{rek}(2) = 0$
- $t_{rek}(n) = 3 + t_{rek}(n - 1) + t_{rek}(n - 2)$ for $n \geq 3$.

The problem with this formulation is that we need to obtain an explicit representation of $t_{rek}(n)$ in a separate step.
Lemma 1

It holds that \( t_{rek}(n) = 3 \cdot f_n - 3 \) for \( n \geq 1 \).

Proof.

The base case:

Assume the statement holds for \( n - 2, n - 1 \):

Using

\[ f_n = f_{n-1} + f_{n-2} \]

we obtain:
Lemma 1
It holds that \( t_{rek}(n) = 3 \cdot f_n - 3 \) for \( n \geq 1 \).

Proof.
The base case:

- \( t_{rek}(1) = 0 \),
- \( t_{rek}(2) = 0 \).

Assume the statement holds for \( n - 2 \), \( n - 1 \):

Using

\[ f_n = f_{n-1} + f_{n-2} \]
we obtain:
Lemma 1

It holds that \( t_{rek}(n) = 3 \cdot f_n - 3 \) for \( n \geq 1 \).

Proof.

The base case:

- \( t_{rek}(1) = 0 \),
- \( t_{rek}(2) = 0 \).

Assume the statement holds for \( n - 2, n - 1 \):

Using

- \( f_n = f_{n-1} + f_{n-2} \)

we obtain:
Lemma 1
It holds that $t_{rek}(n) = 3 \cdot f_n - 3$ for $n \geq 1$.

Proof.
The base case:

- $t_{rek}(1) = 0$,
- $t_{rek}(2) = 0$.

Assume the statement holds for $n - 2$, $n - 1$:

Using

- $f_n = f_{n-1} + f_{n-2}$

we obtain:
Lemma 1
It holds that \( t_{rek}(n) = 3 \cdot f_n - 3 \) for \( n \geq 1 \).

Proof.
The base case:
- \( t_{rek}(1) = 0 \),
- \( t_{rek}(2) = 0 \).

Assume the statement holds for \( n - 2, n - 1 \):
- \( t_{rek}(n - 2) = 3 \cdot f_{n-2} - 3 \),
- \( t_{rek}(n - 1) = 3 \cdot f_{n-1} - 3 \).

Using

\[ f_n = f_{n-1} + f_{n-2} \]
we obtain:
Lemma 1

It holds that \( t_{rek}(n) = 3 \cdot f_n - 3 \) for \( n \geq 1 \).

Proof.

The base case:

- \( t_{rek}(1) = 0 \),
- \( t_{rek}(2) = 0 \).

Assume the statement holds for \( n - 2, n - 1 \):

- \( t_{rek}(n - 2) = 3 \cdot f_{n-2} - 3 \),
- \( t_{rek}(n - 1) = 3 \cdot f_{n-1} - 3 \).

Using \( f_n = f_{n-1} + f_{n-2} \) we obtain:
Lemma 1
It holds that $t_{rek}(n) = 3 \cdot f_n - 3$ for $n \geq 1$.

Proof.
The base case:
- $t_{rek}(1) = 0$,
- $t_{rek}(2) = 0$.

Assume the statement holds for $n - 2, n - 1$:
- $t_{rek}(n - 2) = 3 \cdot f_{n-2} - 3$,
- $t_{rek}(n - 1) = 3 \cdot f_{n-1} - 3$.

Using
- $f_n = f_{n-1} + f_{n-2}$

we obtain:
Lemma 1
It holds that $t_{rek}(n) = 3 \cdot f_n - 3$ for $n \geq 1$.

Proof.
The base case:

- $t_{rek}(1) = 0$,
- $t_{rek}(2) = 0$.

Assume the statement holds for $n - 2, n - 1$:

- $t_{rek}(n - 2) = 3 \cdot f_{n-2} - 3$,
- $t_{rek}(n - 1) = 3 \cdot f_{n-1} - 3$.

Using

- $t_{rek}(n) = 3 + t_{rek}(n - 1) + t_{rek}(n - 2)$ for $n \geq 3$,
- $f_n = f_{n-1} + f_{n-2}$

we obtain:

$$t_{rek}(n) = 3 + 3 \cdot f_{n-2} - 3 + 3 \cdot f_{n-1} - 3 = 3 \cdot f_n - 3$$
Lemma 1

It holds that $t_{rek}(n) = 3 \cdot f_n - 3$ for $n \geq 1$.

Proof.

The base case:

- $t_{rek}(1) = 0$,
- $t_{rek}(2) = 0$.

Assume the statement holds for $n - 2$, $n - 1$:

- $t_{rek}(n - 2) = 3 \cdot f_{n-2} - 3$,
- $t_{rek}(n - 1) = 3 \cdot f_{n-1} - 3$.

Using

- $t_{rek}(n) = 3 + t_{rek}(n - 1) + t_{rek}(n - 2)$ for $n \geq 3$,
- $f_n = f_{n-1} + f_{n-2}$

we obtain:

- $t_{rek}(n) = 3 + 3 \cdot f_{n-2} - 3 + 3 \cdot f_{n-1} - 3 = 3 \cdot f_n - 3$