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## Definition 25
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## Fundamental Questions

## Linear Programming Problem (LP)

Let $A \in \mathbb{Q}^{m \times n}, b \in \mathbb{Q}^{m}, c \in \mathbb{Q}^{n}, \alpha \in \mathbb{Q}$. Does there exist $x \in \mathbb{Q}^{n}$ s.t. $A x=b, x \geq 0, c^{T} x \geq \alpha$ ?

## Questions:

- Is LP in NP? yes!
- Is LP in co-NP?
- Is LP in P?


## Proof:

- Given a basis $B$ we can compute the associated basis solution by calculating $A_{B}^{-1} b$ in polynomial time; then we can also compute the profit.
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## Fundamental Questions

## Observation

We can compute an optimal solution to a linear program in time $\mathcal{O}\left(\binom{n}{m} \cdot \operatorname{poly}(n, m)\right)$.

- there are only $\binom{n}{m}$ different bases.
- compute the profit of each of them and take the maximum

What happens if LP is unbounded?

## Linear Programming Problem (LP)

Let $A \in \mathbb{Q}^{m \times n}, b \in \mathbb{Q}^{m}, c \in \mathbb{Q}^{n}, \alpha \in \mathbb{Q}$. Does there exist
$x \in \mathbb{Q}^{n}$ s.t. $A x=b, x \geq 0, c^{T} x \geq \alpha$ ?

## Questions:

- Is LP in NP? yes!
- Is LP in co-NP?
- Is LP in P?


## Proof:

- Given a basis $B$ we can compute the associated basis solution by calculating $A_{B}^{-1} b$ in polynomial time; then we can also compute the profit.

